Clock Conflicts in CFCread
Occasionally in CFCread, an error will appear saying:
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I will attempt here to explain what this means and what to do about it.

What a Clock Conflict means
Bat call data is stored on the CF card in consecutive sectors. A sector is just a 512 byte block of data, and is the basic unit for storage on nearly all storage media (eg hard drives, CF cards). The consecutive sectors are stored inside a file on the card, usually called DATA.DAT, and each sector is labeled with the time at which it was saved. 

Each sector also contains a flag byte telling whether it has been erased or not. When data is erased from the CF card by CFCread, it is left intact, but the flag byte is changed to indicate that sector is available for reuse. If the sector has not been reused, the rest of the data within it will still be intact.
When CFCread interprets data from the DAT file, it normally only looks at sectors which have not already been erased, but it is also possible to read erased data by ignoring the erasure flag.

Whenever a new sector is read, the time stamp in that sector is compared to that in the previous sector read. If the time stamp in the current sector predates that in the previous sector, a clock conflict error will appear, because the time in a normal dataset should always proceed forwards, not backwards.
Conflicting filenames could result from continuing reading past the point of the clock conflict. If a new file is saved with the same filename as an existing file, then the previous file will be replaced with the new file, and lost. This will not normally happen, because datasets will not usually overlap in time, but it could happen if the ZCAIM clock has been changed within a dataset.
How can a Clock Conflict occur?
1) Reading erased data.

If reading erased data, a clock conflict will result if the most recent dataset occupied less sectors than any previous dataset. 
2) Incomplete erasure.

It is possible for a dataset to be incompletely erased. This could happen if the card is pulled out, or CFCread is closed or crashes before the erasure is complete. A common problem is that as the erasure process continues, there is a lag between when the data is erased at the level of CFCread and when that erased data is written out to the CF card. This happens because of the complex caching used between software running on a PC and the hardware where the actual data is stored (eg the CF card). It is always important to be patient and make sure the erasure is complete, and note that continued action may not be indicated by CFCread, but usually will be by the card reader. As long as the card reader indicates activity, it should be assumed the erasure is not yet complete.
An incomplete erasure could result in a clock conflict, because a new dataset can run past the end of the erased part of an older dataset. This will make no difference to the ZCAIM recording the data, but will affect CFCread, because the end of the new dataset will not be indicated by the erased flag of the next sector.

3) Resetting the ZCAIM clock within a dataset.

If the ZCAIM clock is changed to an earlier time within a dataset, then a clock conflict could occur. Consider this possible example. At 1730, you start the ZCAIM, expecting it will go into Standby mode, because it is setup to start recording at 1800. But it goes straight into Record mode, starting a new dataset. You realise this happened because the ZCAIM clock is running fast, perhaps because you moved time zones or forgot about daylight saving ending. So you stop the ZCAIM and reset its clock, but without erasing the CF card. Now when you start the ZCAIM, it will go into Standby mode as expected. But when it starts recording, it will have already saved at least one sector with the same, or perhaps a later time, so c clock conflict will result.
4) ZCAIM clock errors.

It is possible, though not very likely, that a problem will occur with the Real Time Clock in the ZCAIM and it will not be read correctly. In that case, it is possible the clock will be set to an earlier, incorrect time when recording starts on a particular day. It is even possible the ZCAIM may be set to the same, earlier date at the start of every recording session. In both cases, clock conflicts are likely.

What to do about a Clock Conflict.
1) Reading erased data.

The usual response in this case would be "No". This would be the typical way to terminate the reading of erased data, since there is no other way to tell when a dataset ends. The dataset you want interpreted ends before the clock conflict.

2) Incomplete erasure.

The usual response in this case would be "No". You don't want the remnants of the older dataset to be interpreted. The dataset you want interpreted ends before the clock conflict.
3) Resetting the ZCAIM clock within a dataset.

The usual response in this case would be "Yes". The real dataset starts after the conflict.
4) ZCAIM clock errors.

Unfortunately, this situation is likely to result in files having incorrect date-time stamps and filenames, and data is likely to be lost as a result. It is likely that the clock conflict will occur within the dataset, and the best response will be "yes", but the resulting file times cannot be trusted to be correct, and some files may have been overwritten with files of the same name.
